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1. INTRODUCTION 
 
1.1 Overview: In this course, a series of fast-imaging techniques will be described. These techniques are 
designed to reduce the amount of data that needs to be acquired, leading to shorter scan times. 
 
1.2 Traditional approaches toward fast imaging: Traditional ways of increasing speed have involved 
pulse sequence design, and hardware developments. As described in the ‘physics of fast imaging’ session, 
imaging sequences such as EPI, RARE and SSFP are fast because they were designed to spend as much 
of the available time as possible actually acquiring data, to minimize idle time. On the hardware front, the 
importance of having good-performance gradient sets can be appreciated through an analogy with auto 
racing. The acquisition process involves ‘driving’ through all the needed data-point locations, in k-space. 
The maximum gradient strength corresponds to the maximum speed of the car, while the gradient slew-
rate corresponds to acceleration, braking and steering. Accordingly, strong gradients that can be switched 
on and off rapidly allow fast racing through k-space, and short scan times. While fast imaging sequences 
offer efficient itineraries through k-space, with little idle time, it is the hardware, especially gradient sets, 
that determines how fast one can navigate around. 
 
1.3 Going faster, by skipping data points: Running fast-imaging pulse sequences on modern MR sys-
tems, with good-performance gradient sets, enables fast imaging. But technology and safety impose limits 
on achievable hardware performance, and physics imposes limits on how efficient a pulse sequence can 
be. Once traditional approaches have reached their limit and further imaging speed is still required, more 
drastic solutions have to be considered. These solutions involve further increasing imaging speed by skip-
ping some of the data that should normally be acquired. The skipped data can be calculated, based on the 
data we do acquire, using assumptions/prior knowledge. By calculating instead of acquiring parts of the 
dataset, the corresponding ‘k-space itinerary’ can be shortened, and acquisition time is reduced. These 
partially sampled approaches are able to carry imaging speed many-fold beyond the limits technology and 
physics would seem, at first sight, to impose. 
 
1.4 Interpolation / limited data reconstruction: The fast-imaging methods considered here involve re-
constructing limited datasets, i.e., datasets that were only partly sampled. The reconstruction can be de-
scribed as an interpolation process, in the sense that missing data points are calculated based on a collec-
tion of known data points. But unlike traditional interpolation algorithms, often based on simple kernels 
such as sinc or linear functions, most methods discussed here exploit information specific to the MR im-
aging process, and/or to the imaged object itself. The overall value of these methods can be judged based 
on their ability to reduce data requirements (ratio of the size of the full and limited data sets, sometimes 
called “acceleration factor”), as well as on the amount of artifacts and noise they may introduce doing so. 
 
1.5 Many different ways of skipping data: As a reference, Fig. 1a depicts a fully sampled k-space ma-
trix. Although in reality k-space matrices typically feature about one or two hundred lines, only 12 lines 
are actually depicted in Fig. 1, to keep the drawings visually simple. Figures 1b through 1f depict a num-
ber of different ways to skip data, to speed-up the image acquisition process. Full black lines represent 
acquired data, while gray lines represent locations that are skipped. In the following sections, we will re-
view a number of methods based on these sub-sampling strategies. Special emphasis will be placed on the 



assumption(s) and/or prior knowledge used for reconstruction, on situations where such assump-
tion(s)/knowledge may prove inaccurate, and on the acceleration achieved. While data can be skipped in 
many different ways (Fig. 1), the main challenge, of course, lies in recovering the missing information. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2. DESCRIPTION OF INDIVIDUAL TECHNIQUES 
 
2.1 Partial-Fourier (Fig. 1c): MR images are complex, in the sense that each pixel features both a mag-
nitude and a phase value. The magnitude is generally the quantity displayed for diagnostic purposes, 
while the phase is often discarded. MR signal comes from magnetization in the transverse plane, and the 
phase of the MR signal corresponds to the orientation of the magnetization vector. In theory, RF pulses 
that flip the magnetization onto the “real” axis in the transverse plane should lead to entirely real images, 
associated with k-space matrices of Hermitian symmetry. In this case, there would be no point in acquir-
ing both halves of k-space: one could acquire a single half, assume k-space to have Hermitian symmetry, 
and calculate the missing half from the acquired one. As a result, a two-fold reduction in imaging time 
would be achieved. Unfortunately, many imperfections (e.g. magnetic susceptibility, field inhomogenei-
ties) can affect the phase of the signal, leading to non-Hermitian k-space data. In practical implementa-
tions of partial-Fourier, the requirement for a real object is softened, and the phase is allowed to vary 
slowly spatially (instead of zero everywhere). The softer assumption leads to smaller decreases in data 

Fig. 1: A fully sampled k-space
matrix is depicted in (a). Data can
be sub-sampled in a regular fashion,
throughout k-space (b). Most sub-
sampling strategies can, typically,
be extended to non-Cartesian imag-
ing as well. Examples for radial and
spiral sampling schemes are de-
picted here. Alternately, one can
fully sample one side of k-space,
and skip most of the other side (c).
Or based on an argument that the
central region is most important,
one can vary the sampling density
across k-space (d). In dynamic ap-
plications, when a time series of
images is acquired, one has a new
dimension available, and different
sampling strategies can be chosen
for different time frames (e and f). 

Fig. 2: Homodyne reconstruction, where 65% of a full k-space
matrix is acquired. a) A fully acquired region A, covering 30%
of the full matrix and symmetrical with respect to the k-space
origin, is flanked with two equally sized regions: A fully sam-
pled region B and a non-sampled region C. b) Data from region
A is FFTed, and the phase of the result is displayed here. The
phase-encoding direction is horizontal in the present example.
c) A composite k-space matrix is created as follows. Region C
is filled with zeros, data from region A is pasted in, and data
from region B, multiplied by 2, is also pasted in. This compos-
ite matrix is FFTed, and the real component of the result is
shown here, in (c). d) The final result is obtained by using the
data in (b) to phase-correct the complex data from (c). After the
phase correction, the desired signal is found in the real compo-
nent, shown in (d), while the imaginary component is expected
to contain only noise and artifacts, and is simply discarded.  
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requirements, i.e., more than 50% of the k-space matrix needs to be acquired. A few different implemen-
tations have been proposed (e.g., [1-5]), and the “homodyne” reconstruction [3] approach is illustrated in 
Fig. 2, as an example. 

Because the method assumes a spatially smooth phase, artifacts may occur near locations where 
the spatial derivative of the magnetic field is high, e.g., near a piece of metal, or near a tissue-air transi-
tion. Partial-Fourier can be applied either in the phase- or frequency-encoding direction (but not both at 
once). Partial-Fourier in the phase-encoding direction generally leads to a decrease in scan time, as the 
number of acquired ky lines is reduced (Fig. 2). Partial-Fourier in the frequency-encoding direction allows 
TE and the amount of gradient switching before the readout to be reduced, resulting in sequences more 
robust to intravoxel dephasing and signal loss, and thus especially useful in flow applications.  
 
2.2 Variable-density imaging (Fig. 1d): In variable-density imaging, the outer regions of k-space are 
sampled more sparsely than the center [6,7,8]. While the central region is sampled densely enough to pro-
vide an FOV that is at least as large as the imaged object (to avoid aliasing artifacts), the outer regions are 
sampled more coarsely in order to save time. Sampling data inappropriately in the outer regions of k-
space is expected to cause artifacts, but because most of the k-space energy is found near the (correctly 
sampled) center, these artifacts are expected to be faint. For non-Cartesian sampling functions such as 
projection-reconstruction (PR) and 
spiral imaging, aliasing artifacts tend 
to be non-structured, and smeared 
over the whole FOV. Accordingly, 
the faint aliasing artifacts from object 
edges are further “diluted” by being 
spread over a large spatial area, and 
typically appear noise-like in the re-
sulting images [6]. 
 
2.3 Parallel imaging (Fig. 1b): Parallel imaging uses prior knowledge about the sensitivity of the imag-
ing coils to evaluate missing data. This popular technique was described as part of Dr. Larkman’s tutorial, 
and will not be further treated here. 
 
2.4 2D RF selective excitations (Fig. 1b): The Fourier transform operation is non-localized, meaning 
that any spatial location within the object contributes to all locations in the Fourier domain. In other 
words, even if one is interested only in a small portion of the object, all k-space locations must neverthe-
less be obtained. Unlike frequency- and phase-encoding processes based on Fourier functions, the slice 
selection applied along the z direction is a localized operation. If one is interested in a specific z location, 
an x-y plane can be excited for this z location only. Using more complicated RF pulses, able to selectively 
excite along two directions instead of only one [9,10], RF encoding can be used to assist phase encoding, 
and speed-up the imaging process. In its simplest form, 2D selective excitation could be used to excite 
only 1/n of the object in the phase-encoding (y) direction, allowing an n-fold reduction in FOV size and in 
the number of k-space lines required. However, the minimum length of a 2D selective RF pulse is nor-
mally longer than that of a simpler 1D pulse, leading to longer minimum values for TR and TE. Further-
more, relaxation effects during the pulse may distort the shape of the excited volume. 
 
2.5 Multiple-region MRI: Suppose only 
specific locations in the FOV contain signal, 
and the rest of the FOV is empty. Multiple-
region MRI (mrMRI) allows these non-
empty regions to be imaged without wasting 
time imaging all the empty spaces in be-
tween [11]. The smaller the non-empty re-

Fig. 3: Courtesy of Dr. Dana C.
Peters, Beth Israel Deaconess
Medical Center, Boston, USA. A
PR cardiac image is reconstructed
with 256, 128, 64 and 32 projec-
tions. Notice that reconstructing
with only 128 or 64 projections,
instead of the full 256, has only a
small effect on artifact content in
this case. 

256 128

64 32

Fig. 4: Courtesy of Dr. Scott K. Nagle.
Because it consists of 4 distinct parts,
each one less than 1/9 of the FOV in size,
this simulated object was reconstructed
using only 4/9 of the k-space data points
that would normally be required. 



gions, and the fewer they are, the faster the acquisition can proceed. In the right circumstances, image 
acquisition can be accelerated by many-folds. Of course, the presence of signal in regions assumed to be 
empty would result in artifacts, and these artifacts would appear in the regions assumed to contain signal. 
 
2.6 Reduced-FOV methods (Fig. 1b): In some applications, dynamic changes are expected mostly in a 
subset of the FOV. For example, in cardiac imaging, the beating heart is clearly much more dynamic than 
the tissues surrounding it. Reduced-FOV (rFOV) methods can accelerate acquisition by assuming that 
only a portion of the FOV is actually dynamic, the rest of the FOV being static [12,13]. If only one nth of 
the FOV is dynamic, acquisition can be accelerated by up to a factor of n. Of course, artifacts are gener-
ated whenever motion occurs in a part of the FOV 
assumed to be static. This assumption can be sof-
tened using UNFOLD [14] (described in more de-
tails in 2.11), which allows temporally smooth 
changes to occur outside of the fully dynamic re-
gion. Noquist [15] is an elegant rFOV approach, 
which involves solving a large system of equations 
relating (unknown) pixel values at different time 
points to (measured) values in k-space. By assuming 
parts of the FOV to be static, the number of un-
knowns is reduced (static pixels have a same value 
at all time frames). The system becomes solvable if 
enough pixels can be assumed static [15]. 
 
2.7 SVD and feature-recognizing MRI: Singular value decomposition (SVD) and feature-recognition 
are well-known topics in mathematics and computer science, with a range of applications that extends far 
beyond MRI. Using either SVD [16,17] or principal component analysis [18,19], one can extract a rela-
tively small number of image components that strongly contribute in making, for example, a knee image 
look like a knee. By focusing on acquiring data relevant to only this small number of components, a knee 
image can be acquired extremely rapidly. In other words, one can use prior knowledge about how a given 
image should look like to achieve a reduction in data requirements. This prior knowledge may come ei-
ther from analyzing a library of images acquired over many studies and many patients [18,19], or from 
one or more images acquired in situ, for a given patient [16,17]. The chosen “optimal” components can 
either be excited directly with specialized RF pulses [16,17], or decomposed into Fourier components and 
calculated from a subset of measured phase-encoding values [18,19]. Prior knowledge obtained through 
these methods can allow improvements in temporal resolution as a dynamic process (e.g., injection of 
contrast agent) is being imaged. Reductions in data requirements come at a cost: Features not present in 
the training image(s) may lead to artifacts, if they were to appear during the course of the dynamic acqui-
sition. This limitation can be al-
leviated somewhat by modifying 
dynamically the acquisition strat-
egy in light of the incoming data, 
as the dynamic acquisition is 
proceeding [20]. In summary, the 
lower the number of “optimal” 
components being used, the 
faster the acquisition can pro-
ceed, but the greater the risk of 
misrepresenting the object. 
 
2.8 Keyhole (Fig. 1e): Keyhole imaging [21,22] assumes the following model: 

Fig. 5: The FOV is reduced by a factor of 2, reducing
by 2 the number of required k-space lines. When recon-
structed normally, images corrupted by aliasing are
generated (left). Using UNFOLD and assuming the
aliased material is not very dynamic, the de-aliased
result shown on the right is obtained. The 7th frame of a
20-frame acquisition is shown here. 
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Fig. 6: Courtesy of Dr. W. Scott Hoge, Brig-
ham and Women’s Hospital, Harvard Medical
School, Boston, USA. SVD encoding can gen-
erate images of an object using only a small
amount of data. Using only 2 (top row) or 10
(bottom row) phase-encoded k-space lines led
to dramatically blurred images (right). In con-
trast, using the same number of encodings,
SVD imaging better captured the main features
of the imaged object (left).   



object = (temporally dynamic, spatially smooth component) + (not very dynamic edge component) 
The temporally dynamic, spatially smooth component is measured by acquiring repeatedly the k-space 
central region, with good temporal resolution (Fig. 1e). The edge information contained in the outer parts 
of k-space is acquired at one or two time points, before and/or after the dynamic acquisition (Fig. 1e) [21-
24]. With one time point, the edge information is assumed static and is inserted in all of the (low spatial 
resolution) dynamic frames. With edge information both before and after the dynamic acquisition, tempo-
ral interpolation can be used to fill-in the missing data at each time frame. The smoother the dynamic 
component, the greater is the reduction in data requirements. Suppose the time changes are represented 
with a spatial resolution four times smaller than the full, reconstructed resolution. Only one fourth of the 
k-space lines would be required in the dynamic part of the acquisition, improving temporal resolution (i.e. 
the time between consecutive time frames) by a factor of 4. But as could be expected, dynamically chang-
ing edge information is not well captured, and may lead to image errors [23,24]. 
 
2.9 RIGR (Fig. 1e): RIGR [25,26] assumes a model of the form: 
imaged object = (temporally dynamic, spatially smooth component) × (full spatial resolution component) 
The equation above tends to oversimplify RIGR, but it should be sufficient to convey the main character-
istics of the method. In RIGR, the data acquisition scheme is similar to that of keyhole: low-spatial reso-
lution data is acquired with good temporal resolution, and full spatial-resolution data is acquired before 
and/or after the dynamic acquisition (Fig. 1e). Another similarity between keyhole and RIGR is the pres-
ence of a temporally dynamic, spatially smooth component in the model used to describe the imaged ob-
ject. In fact, the reduction in data requirements achieved by these methods comes directly from the as-
sumption that these terms are spatially smooth. Notice that the dynamic, spatially smooth term is additive 
in the keyhole model, but multiplicative in RIGR. This difference leads to different equations and algo-
rithms to convert the limited acquired data set into a full one. RIGR assumes that the object at a given 
time point can be represented by multiplying a full resolution image with a smooth function. As for key-
hole, the smoother this function, the greater is the reduction in data requirements. But of course, a 
smoother function also means a heavier assumption in the model, and thus a higher risk of artifacts. 

 
2.10 Sliding-window reconstruction (Fig. 1f): Fluoroscopy, or ‘sliding-window reconstruction’ [27], 
allows the number of reconstructed time frames to be increased by sharing data among neighboring ‘true’ 
time frames. For example, using the sampling scheme depicted in Fig. 1f, one could generate a full k-
space matrix by combining the three first partially sampled matrices. A second time frame is generated by 
combining the partially sampled matrices 2, 3 and 4, a third time frame combines matrices 3, 4 and 5, etc. 
If each partially sampled matrix is acquired in a time τ, the reconstructed temporal resolution is τ (al-
though the ‘true’ temporal resolution remains 3τ). 
 
2.11 UNFOLD and k-t BLAST (Fig. 1f): Suppose one intentionally prescribes an FOV too small for the 
object, to speed-up the image acquisition process. Aliasing artifacts ensue, as several spatial locations 
may contribute to any given image pixel. If many time frames are acquired, the pixel value may change as 
a function of time, and the FFT of this time function gives a temporal frequency spectrum. 

As shown in Ref. [14], applying a time-dependent ky shift, f(t), to the sampling function causes aliased 
signals to be modulated by a function D(t) = exp(i2πf(t)j), where j is the order of a given layer of aliasing 

Fig. 7: Courtesy of Dr. Zhi-Pei Liang, University of Illinois at Ur-
bana-Champaign, Urbana, USA. One time frame is displayed, from a
dynamic study with injection of contrast agent in a rat. Only 16 k-
space lines were acquired per time frame during the dynamic part of
the acquisition. If the data were simply FFTed, a very blurred image
would be obtained (left). RIGR can be used to estimate the edge in-
formation at this time frame, leading to a sharper image (right). 



(j=0 for non-aliased signal), and where f(t) is expressed as a fraction of the increment between ky lines. In 
other words, one can control the phase of aliased signals by shifting the sampling function along ky from 
time frame to time frame. Applications of UNFOLD published to date (including, for example, TSENSE 
[28], UNFOLD-SENSE [29,30], k-t BLAST [31,32], k-t SENSE [32]) all use the special case f(t) = mt, 
where t is the time-frame number and m is a proportionality constant, i.e., a slope. The appeal of this spe-
cial case is that it makes D(t) a Fourier function, and as a consequence, UNFOLD’s effect in the Fourier 
domain becomes very simple: it displaces aliased signals, in the temporal frequency domain. 

An example is depicted in Fig. 8a, where two components are present in the temporal frequency do-
main: a “true” non-aliased component, and one caused by aliasing. The ability to displace aliased signal, 
combined with assumption(s) about the width and/or shape of the corresponding spectra, may allow to 
efficiently stack them, somewhat like suitcases tightly packed in a car trunk (Fig. 8b). An UNFOLD fMRI 
example is depicted in Fig. 8c. In cardiac imaging, a reduction by almost a factor of 2 in data require-
ments can be obtained ([14], and reduced-FOV section above), and as much as a factor of 8 was obtained 
in fMRI [14]. UNFOLD can also be used to displace certain types of artifact signal around the temporal 
frequency domain, allowing such signal to be identified and removed [29].  

  
kt-BLAST [31,32] can be seen as an adaptive version of UNFOLD, as information from a training scan 
gets incorporated into the reconstruction. By using prior knowledge about the imaged object, the method 
allows imaging speed to be further increased. When methods such as UNFOLD or parallel imaging are 
pushed too far, they tend to generate ghosting artifacts. Imposing a resemblance with an artifact-free 
training dataset can be an effective way of suppressing such ghosting artifacts. 
 
2.12 TRICKS: The TRICKS method [33,34] is tailored toward a 3D time-resolved angiography applica-
tion. Like in keyhole, the k-space central region is sampled with good temporal resolution. But instead of 
sampling the outer parts of k-space only once or twice, TRICKS regularly samples these regions through-
out the dynamic acquisition (although less often than it samples the central region). Linear temporal inter-
polation is used to evaluate all missing k-space locations, at all time frames. The reduction in data re-
quirements comes from reducing the temporal resolution in the outer regions of k-space, and as a conse-
quence, artifacts may arise if the edge content of the imaged object varies rapidly in time. Reductions by a 
few-fold in data requirements can be achieved, and 3D images can be generated with sufficient temporal 
resolution to resolve the arterial and venous phases, during dynamic enhancement. 
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Fig. 8: Consider one pixel in a time series of images.
The value of this pixel may change from time frame to
time frame. Suppose one takes an FFT of this time
function. a) The various aliased and non-aliased com-
ponents overlapped in the image pixel also overlap in
the temporal frequency domain. b) UNFOLD can dis-
place aliased and non-aliased components with respect
to each other. In this case, the aliased component was
displaced all the way to the Nyquist frequency. c) As-
suming fMRI data varies periodically in time with the
period of the fMRI paradigm, a few spectra can be
interleaved in the temporal frequency domain, allow-
ing data to be packed efficiently (as much as 8 were
interleaved in [14], although only 2 are depicted here).

Fig. 9: Images corrupted by aliasing are acquired (top
row, 4 consecutive time frames are shown). UNFOLD can
force the aliased material to reverse its phase from frame
to frame (middle row, white arrow), while non-aliased
material does not (black arrow). Such Nyquist modulation
of aliased signals was depicted in Fig. 8b. A simple time
filter was used to suppress aliased signals (bottom row). 



3. HYBRID METHODS, OBTAINED THROUGH COMBINATIONS 
 
The methods described above could be thought of as building blocks, to be assembled, mixed, and 
matched in a number of different ways. When different methods feed on different types of assumptions / 
prior knowledge, they can often be combined for added performance. For example, partial-Fourier imag-
ing is the only one of these approaches to feed on Hermitian symmetries, and it has successfully been 
combined with most of the other methods discussed here (e.g., with parallel imaging [35], with UNFOLD 
[29]). In a somewhat similar fashion, because UNFOLD is a temporal strategy while many other methods 
function along spatial dimensions, it has proved compatible with several companion methods. More spe-
cifically, UNFOLD seems to have found a special niche as a helper to parallel imaging, leading to hybrid 
methods such as TSENSE [28] and UNFOLD-SENSE [29,30] (Fig. 10). As we have seen, the UNFOLD 
strategy can also be combined with a training-scan approach to give k-t BLAST [32], which in turn can be 
combined with parallel imaging to obtain k-t SENSE [32]. UNFOLD has also been combined with a 2D 
RF reduced-FOV approach, in a temperature-monitoring application [36]. Other examples of hybrid 
methods include a work by Mitsouras et. al. [37], where a training-scan approach was combined with par-
allel imaging, and a work by Parrish and Hu [38] where an rFOV approach was combined with keyhole, 
to allow spatially-smooth changes to occur outside of the dynamic region. Large acceleration factors have 
also been obtained combining TRICKS with a training-scan approach [39] (Fig. 11). 

 
4. CONCLUSION 
 
Once traditional means of increasing speed have been exhausted, the remaining option is to acquire only 
partial datasets, and filling-in the missing data using assumptions / prior knowledge. Many different 
methods, using a variety of different types of assumptions / prior knowledge, have been presented in the 
literature. The development, and also the combination, of partially sampled methods currently form a par-
ticularly active field of MR research. As a result, the available imaging speed has been rapidly increasing 
over the last few years, and can be expected to do so for some time, until fundamental SNR-related limits 
are reached, and impede further progress.  
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